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VIRTUAL ASSISTANT

* AMAZON ECHO / ALEXA
* SIRI
* (GOOGLE ASSISTANT

* MESSENGER / CHAT BOTS
 |IMAGE / AR BOTS

* PROGRAMMABLE APl / HOOKS TO DEVICES



ASSISTANTS & CHATBOITS

* TEXT / VOICE INTERFACE
*  SIMPLE QUESTIONS
* INTEGRATED IN DEVICE (PHONE) OR

We have the following
dates available still.

WHOLE PLATFORM (GOOGLE) B e
22/12/2016
* INTENT RECOGNITION g
* NOT CONTEXT AWARE (USUALLY)

# seeing you!

https://chatbotslife.com/5-benefits-of-using-a-chatbot-237b8b 793826



https://chatbotslife.com/5-benefits-of-using-a-chatbot-937b8b793826

USE CASES

© ¥4 81645

did the Packers win on the weekend :

No, the Green Bay Packers lost forty-two
to twenty-four last Sunday against the
Washington Redskins.
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Sun, Nov 20

® Packers

“Hey Siri send Lindsey Welch
ey Siri send Lindsey Welc »  Redskins

$20 using Cash”

NFL

Show more

G Search results Highlights NFL standings

https://media.idownloadblog.com/wp-content/uploads/2016/09/i0OS-10-Siri-Cash-
payment-teaser-001.jpg

https://www.androidcentral.com/heres-what-google-assistant-can-do-your-pixel



https://media.idownloadblog.com/wp-content/uploads/2016/09/iOS-10-Siri-Cash-payment-teaser-001.jpg
https://www.androidcentral.com/heres-what-google-assistant-can-do-your-pixel

CHATBOIS & CHATBOT PLATFORMS

Messaging Apps Have Surpassed Social Networks

Global monthly active users for the top 4 messaging apps and social networks,
In millions

—Big 4 Messaging Apps =Big 4 Social Networking Apps

Messenger Platforms (with Chatbots®)
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Digital Assistants Bot Framework & Builders
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*Platforms have chatbots natively on the platform or can be Integrated with chatbot frameworks

o] g
< <
Note: Big 4 messaging apps are WhatsApp, Messenger, WeChat, Viber.

Big 4 social networks are Facebook, Instagram, Twitter, Linkedin
Source: Companies, Apptopia, TechCrunch, Bl Intelligence estimates, 2017

https://lenoxhill.com.au/blog/chatboits-fad-future/



https://lenoxhill.com.au/blog/chatbots-fad-future/

HOW IT WORKS

. ° . Webhook
Q0 ; | :

Hey Google, talk to

Speech to Text
Which Language

NLP

ML Ranking Trigger ‘Welcome’

Action Invocation intent
Sure, here’s Which

Language

Hi there! So tell me,
which language...

\\ Match ‘language’ {request}
JJJJ Te!l me about Kotlin Speech to Text intent from training
'y

e phrases

{ response }
Kotlin was first P

. Text to Speech
announced in...




YANN LECUN - THE NEXT STEP TOWARDS ARTIFICIAL INTELLIGENCE

What we can and cannot have with current
Supervised & Reinforcement learning methods

» What we can havi » What we cannot have (yet)
al » Machines with common sense

» Intelligent personal assistants
“Smart" chatbots”

» Household robots

» Agile and dexterous robots

» Artificial General Intelligence
(AGI)

Yann LeCun

French computer scientist

Yann LeCun is a French computer scientist working primarily in the fields
of machine learning, computer vision, mobile robotics, and computational
neuroscience. He is the Silver Professor of the Courant Institute of

Mathematical Sciences at New York University, and Vice President, Chief

Al Scientist at Facebook. Wikipedia

https://www.youtube.com/watch?v=U2mhZ9E8Fk8



https://www.youtube.com/watch?v=U2mhZ9E8Fk8

INFORMATION & KNOWLEDGE EXTRACTION

 STRUCTURED DATA
* REQUIRES STRUCTURED KNOWLEDGE

* WORDNET

e NOT ENOUGH STRUCTURED DATA FOR
PRODUCTION USE

http://www.cs.princeton.edu/courses/archive/falll 1/cos226/assignments/wordnet-figl.png



http://www.cs.princeton.edu/courses/archive/fall11/cos226/assignments/wordnet-fig1.png

INFORMATION & KNOWLEDGE EXTRACTION

UNSTRUCTURED DATA:

«  CAN WORK WITH (MOSTLY) NO STRUCTURED
KNOWLEDGE 1. Initial state 2. After one shift

* NATURAL LANGUAGE PROCESSING (NLP)

_4. After recognizing the second NP

Remaining Text

 ENOUGH DATA FOR PRODUCTION USE,
REQUIRES PREPROCESSING

5. After building a complex NP 6. Built a complete parse tree
Stack R i

Remaining Text emaining Text

e EMBEDDINGS

https://www.nltk.org/book/ch08.html



https://www.nltk.org/book/ch08.html

WORD EMBEDDINGS

“You shall know a word by the company it keeps”
John Rupert Firth, 1957



WORD EMBEDDINGS

 EFFICIENT ESTIMATION OF WORD REPRESENTATIONS IN VECTOR SPACE (TOMAS MIKOLOV,
KAI CHEN, GREG CORRADO, JEFFREY DEAN, 2013) HTTPS://ARXIV.ORG/ABS/1301.3781

* JEFFREY PENNINGTON, RICHARD SOCHER, AND CHRISTOPHER D. MANNING. 2014. GLOVE:
GLOBAL VECTORS FOR WORD REPRESENTATION



https://arxiv.org/abs/1301.3781
https://nlp.stanford.edu/pubs/glove.pdf

WORD EMBEDDINGS

Extraversion

1

Openness to experience - /9

Agreeableness 15
Conscientiousness 42
Negative emotionality 50

Extraversion 58

Introversion

cosine_similarity(| -o:

cosine_similarity( -o




WORD EMBEDDINGS

| like deep learning.

| like NLP. Co-correlation matrix:

* | enjoy flying.

° 1 |
counts _|1__like | enjoy | deep |learning | NIP I flying |. R R Orr A e
0 0 0
» Gets HUGE fast (nA2)
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http://www.erogol.com/wp-content/uploads/2016/08/cooccurance matrix.png



http://www.erogol.com/wp-content/uploads/2016/08/cooccurance_matrix.png

WORD EMBEDDINGS

Thou shalt not makehe likeness of a human mind

Sliding window across running text Dataset

output

machine i thou shalt not
machine i shalt not make
machine i not make a
machine i make a machine

machine i a machine in

https://ialammar.github.io/illustrated-word2vec/



https://jalammar.github.io/illustrated-word2vec/

WORD EMBEDDINGS

Continuous Bag of Words (CBOW) Skipgram

Thou shalt not makf a human mind
Thou shalt not makela machine in the likeness of a human mind shalt | not | make | & \machine| in | the | ... target word

not thou
not shalt
Sliding window across running text Dataset e make

machine in the ... not a
make shalt

ou t p ut make not

make a

. . make machine
machine shalt not machine. he | a not

a make

machine i not make a machine

a
machine

machine i make a : : machine
machine = in e i

. q machine
machine a machine

in
in machine

. . . . in the
machine machine n machine  in the .. in

https://ialammar.github.io/illustrated-word2vec/



https://jalammar.github.io/illustrated-word2vec/

WORD EMBEDDINGS

Hidden Layer
Linear Neurons

b3

Input Vector

D

A ‘1’ in the position
corresponding to the
word “ants”

Output Layer
Softmax Classifier

Probability that the word at a
randomly chosen, nearby
position is “abandon”

<
... "zone”

10,000
neurons

http://mccormickml.com/2016/04/19/word?2vec-

tutorial-the-skip-gram-model/



http://mccormickml.com/2016/04/19/word2vec-tutorial-the-skip-gram-model/

WORD EMBEDDINGS

https://ialammar.github.io/illustrated-word2vec/



https://jalammar.github.io/illustrated-word2vec/

WORD EMBEDDINGS

K1ng — man + woman ~= queen

_ Select the odd one out:
King
N grandchildren

man

sons

visual
wOomMman

grandson

King=man+woman

granddaughter

queen

https://ialammar.github.io/illustrated-word2vec/



https://jalammar.github.io/illustrated-word2vec/

OTHER EMBEDDINGS

tor.tensorflow.org/

e
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o
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http://projector.tensorflow.org/
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GRAPH2VEC
TWEET2VEC

... MANY OTHERS



VECTOR SPACE -> FEATURE SPACE

* EMBEDDINGS ARE MYSTERIOUS AND NOT EXPLAINABLE

* SPINE: SPARSE INTERPRETABLE NEURAL EMBEDDINGS,
23 Nov 2017
(HTTPS://ARXIV.ORG/ABS/1711.08792)

* VECTOR SPACE -> SPARSE BINARY SPACE


https://arxiv.org/abs/1711.08792

VECTOR SPACE -> FEATURE SPACE

SPINE: SParse Interpretable Neural Embeddings

Input Output

B = sign(W)

a =wn||W[I,

Encoder Decoder

https://software.intel.com/sites/default/files/managed/c0/e0/webops10048-fig1-
binarization-procedure.png

https://towardsdatascience.com/applied-deep-learning-part-3-
autoencoders-1c083af4d798



https://software.intel.com/sites/default/files/managed/c0/e0/webops10048-fig1-binarization-procedure.png
https://towardsdatascience.com/applied-deep-learning-part-3-autoencoders-1c083af4d798

KNOWLEDGE VECTORSPACE
» CREATE KNOWLEDGE VECTOR SPACE

e DOC2VEC / CUSTOM AND MIXED EMBEDDING
* TOPIC MODEL FOR PEOPLE, DOCUMENTS, REPORTS, FILES..

 FROM CONTEXT / TOPIC READ POINT IN SPACE
¢ RECOMMEND DATA OBJECTS
* VERIFY CURRENT CHOICE
* FIND MISSING “CRUCIAL" OBJECTS



KNOWLEDGE VECTORSPACE
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THANKS!

e QUESTIONS & COMMENTS?

e MUNTIS.RUDZITIS@GMAIL.COM

WHATVE YOU BEEN UP TO?

DOING TONS OF
MATH FOR MY THESIS.

CAN YOU EXPLAN
IT UKE ITM FVE?

‘OH My GOD, WHERE
ARE YOUR PARENTH?"

(7



mailto:Muntis.Rudzitis@gmail.com

