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Topic

● Development of Robot Cognition through the 
Application of Machine Learning
○ “Mašīnmācīšānās metožu pielietojums robotu 

kognitīvo spēju attīstīšanā”
● Three main directions of study 

○ Perception
○ Environment mapping / modelling
○ Planning
○ All exist on a continuum!
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Topic – perception

● Given raw sensor measurements, produce 
meaningful observations

● Visual inputs
○ Classification
○ Object detection
○ Segmentation
○ …

● Other modalities
○ Radar
○ LiDAR
○ Audio
○ …
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Topic – perception

● Given raw sensor measurements, produce 
meaningful observations

● Visual inputs
○ Classification
○ Object detection
○ Semantic segmentation
○ Instance segmentation
○ …

● Other modalities
○ Radar
○ LiDAR
○ Audio
○ …
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Topic – environment modelling

● Given meaningful observations, construct an 
actionable model of the environment

● What is the state of the world at a given 
place, time? Needed for planning

● Most common form - maps
○ Metric
○ Topological
○ Semantic
○ Implicit

● Many AI-based planning approaches still skip 
this step!
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Topic – environment modelling

PGO SLAM demo
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Topic - planning, actuation

● Given commands and observations of the 
environment (possibly augmented by an internal 
world-model), produce a control output 

● Classic approaches – find feasible / optimal 
trajectories in configuration space 

● ML-based approaches
○ End-to-end learned policies
○ Motion primitives

● Planning vs control
○ Planner – construct sequence of commands or 

setpoints
○ Controller – physically drive the execution of 

commands, track setpoints through feedback
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Personal background

● BEng Mechatronics Engineering – RTU, 2020
● MSc Computer Science – LU, 2022
● Research Assistant at EDI – 2022-

○ Robotics and Machine Perception Laboratory, Robotics group
● Areas of relative strength

○ Electrical and mechanical engineering 
○ Software development (primarily in Python, but not constrained by languages)
○ Practical skills in machine learning

● Weaknesses, things to work on
○ Lack of mathematical background
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Plan - year 1 (initial)

● Mandatory courses – 8 credits
● Theoretical courses – 2 to 10 credits

○ Basic mathematics (analysis, algebra)
● Research activities – 30 to 38 credits

○ 6DOF pose estimation from RGBD data for industrial robotics – validation, performance 
improvements, porting to embedded hardware, algorithmic improvements as part of finalizing 
AI4DI

○ Start work on perception/mapping/control systems for autonomous mobile robots as part of 
RoLISe / EdgeAI

○ Publish at least one journal article and/or conference abstract
○ Start drafting theoretical part of PhD thesis
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Plan - year 1 (revised)

● Mandatory courses – 8 credits
● Theoretical courses – pushed back to year 2 (took too long to negotiate)
● Research activities – 40+ credits

○ 6DOF pose estimation from RGBD data – validation, porting to FPGA, switch to direct inference of planar projection poses 
■ paper at EDI conference

○ Semantic mapping overview article, technical specification – RoLISe + EdgeAI
○ Start working on technical implementation – RoLISe
○ Conference poster (drone detector)
○ Start drafting theoretical part of PhD thesis

● Educational activities – 2-4 credits (?)
○ Guest lectures – robotics seminar, image processing, deep learning(?)
○ Internship supervision 

■ 1 x BSc mechanical engineering (done)
■ 1 x BSc CS (upcoming this summer)

○ Advising MSc theses in Intellectual Robotics (RTU)
■ NLP-conditioned control
■ Motion primitives for mobile manipulators
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6DOF pose estimation from RGBD, trained 
on synthetic data

● Perception part of the robot cognition model
● 6DOF – six degrees of freedom (translation X rotation)
● RGDB – red-green-blue-depth imagery
● Project – AI4DI, “Artificial Intelligence for Digitising 

Industry”
● My involvement – starting in July 2022; project end – 

December 2022
○ “fire brigade” tasks

● Original approach
○ Point clouds from depth images
○ MaskRCNN – segmentation masks from images
○ Fragile, hand-crafted algorithm for extracting object 

direction from poses (only really worked for bottles)
○ 6DOF pose by backprojection
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6DOF pose estimation from RGBD, trained 
on synthetic data
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AI4DI – validation

● Models trained on synthetic data
● Use synthetic ground truth to quantify model 

performance
● Validation pipeline

○ Generate evaluation data sets
○ Compute “optimal” grasps

■ not trivial when rotational symmetries 
involved!

○ Compare with system predictions
○ Devise and compute metrics of interest

16



AI4DI – refactoring, embedded execution

● Rewrite entire inference pipeline
○ Fragile filesystem-based “protocol” -> REST API
○ ~300x speedup of direction estimation algorithm 

through reimplementation
○ Allow pose estimation for multiple objects
○ Bring system to workable state by eliminating a 

long list of implementation flaws and 
overlooked edge cases

● Switch out inference back-end for embedded 
execution
○ MaskRCNN – infeasible on FPGA accelerator
○ Train SOLO model, implement inference server 

in C++ 
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AI4DI – switch to direct prediction of planar 
poses

● Handcrafted direction finding algorithm – unreliable, reliant on 
features found in bottles

● After project end, system slated for use in Digital Innovation Hub
● Retrofit inference pipeline to directly predict object directions 

using a neural network
○ Base model – DETR 
○ Add inference heads – direction, visibility
○ Sort outputs by visibility, backproject directly inferred directions and 

positions derived from bounding boxes
● Upcoming conference publication – June, EDI conference
● As far as I’m aware, this is a novel application of a neural 

network
● Idea, technical leadership - me; implementation – Andris Lapiņš
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Audio drone detector

● Quick side project (~4 weeks of work)
● Original idea – at RTU defense makeathon 

2022
● Sensors – array of 3 microphones
● Model – 2d-to-1d CNN
● Position ground truth data – motion tracking 

equipment
● Accepted as poster at DCOSS-IoT 2023 in 

Pafos, Cyprus
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Drone detector
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RoLISe / Edge AI 4.1

● Autonomous mobile robots, mobile manipulation
● RoLISe – part of VPP Fotonika / MOTE

○ Robotics, Internet of Things, Sensors
○ term – 2 years (end in Nov/Dec 2024)
○ focus of task 4.1 – perception, mapping framework

● Edge AI – EU-funded project
○ term – 3 years (end in Dec 2025)
○ focus of task 4.1 – NLP, planning, partner perception blocks, 

actuation
● Demonstrators

○ RoLISe – sensor suite and mapping framework, outdoor focus
○ Edge AI – autonomous agent using the above, potentially 

integrated with drone “scout”
● Role

○ RoLISe 4.1 - tech lead
○ Edge AI 4.1 - leadership of certain aspects
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Perception and mapping framework 
(RoLISe)

● Input modalities
○ LiDAR
○ Panoptic open-set segmentation (LUMII partners)
○ Terrain segmentation (possibly radar-augmented?)

● Representations
○ Metric
○ Topological
○ Semantic

● Inspirations
○ Scene graph work from MIT
○ GNN-based approaches from TUM
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Perception and mapping framework 
(RoLISe)

● Current work – overview article, semantic mapping
○ Low level concepts – SLAM, segmentation
○ Representations – dense (points), hierarchical (graphs), 

implicit (radiance fields)
○ Applications – indoor, outdoor, specialized (e.g., 

autonomous driving)
○ Done – this month

● Current work – technical specification
○ KPIs
○ Requirements
○ Preliminary architecture
○ Done – June
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Perception and mapping framework 
(RoLISe)
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NLP-conditioned planning, mobile 
manipulator actuation, collaborative 
robotics (Edge AI)
● Advisory capacity – master’s thesis on 

NLP-conditioned planning
● Advisory capacity – master’s thesis on motion 

primitives for mobile robot control (tentative)
● Potential BSc thesis – integration with drone 

“scout” through active perception
● Technical leadership – oversee integration of 

planning, actuation solutions with mapping 
framework
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Thank you for your attention!
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