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Attention is all you need

How attention looks (Image source: Fig. 3 in Xu et al. 2015)



How attention works

Attention mechanism core idea



How attention works (2)
• Each entity have: key, query and value 

matrices;


• These matrices are calculated 
by multiplying the initial embedding 
to a trainable matrix;


• In the real models multiple attention 
heads are used.

(Image source: Jay Alammar, The Illustrated Transformer, 2018)



Transformer

Transformer architecture (Image source: Fig. 1 in Vaswani et al. 2017)

• The main element in the architecture 
is the attention mechanism;


• The architecture consist of  
encode and decoder stacks;


• Encoders accept the input embeddings;


• Decoders accepts encoder output 
and previously decoded results;


• The most famous (the original) 
 realisation is BERT.



GPT-2
• The model is based on the original Transformer architecture;


• The approach is to represent tasks as sequence of symbols. E.g. (translate to 
French, English text, French text);


• Dataset:


• Custom built - WebText;


• Motivated by building as large and diverse a dataset as possible;


• The dataset contains the text subset of the 45 million links;


• Curated by people.



GPT-3
• Uses the same architecture as GPT-2;


• Model has 175B trainable parameters.

Model size comparison (Image source: State of AI Report 2020)



minGPT
• Implementation of GPT model, used for educational purposes;


• Built on PyTorch (the original GPT-2 is built using TensorFlow);


• Available on GitHub: https://github.com/karpathy/minGPT;


• Have examples of models for text and image tasks.

https://github.com/karpathy/minGPT


Transformer biggest issues
• Computation resources:


• The original attention implementation has O(n^2) complexity;


• The model layers take up a lot of memory;


• Attention is used to capture only temporal relations while processing input 
tokens in parallel. This helps to make computation more efficient, but it 
restricts the model from fully exploiting the sequential nature of the input. 
Especially if previous context matters.



Transformer applications on 
image tasks



ViT
• Using attention for solving visual tasks;


• The algorithm is:


- Split an image into patches;


- Map patches with a trainable linear projection;


- Add positional information of every patch and prepend learnable [class] embedding;


- Feed data into standard transformer encoder;


- The output is mapped to multilayer perceptron which  
outputs class.



ViT (2)

ViT architecture (Image source: Fig. 1 in Dosovitskiy et al 2020)



Image-GPT
• The architecture uses transformer decoder, the same as for GPT-2;


• The approach consist of a pre-training stage followed by a fine-tuning 
stage;


• In pre-training stage 2 types of tasks are used: auto-regressive and BERT;


• In fine-tuning stage image classification task is used.



Image-GPT (2)

An overview of Image-GPT approach (Image source: Fig. 1 in Chen et al 2020)



CLIP
• A new approach to classify images;


• Instead of asking the model: "What class the image has?", researchers 
asking: "What probability is that the image has such class?";


• The first stage is pre-training on a huge dataset: 400 millions text-image 
pairs;


• Then train on a new datasets using zero-shot or a few-shot transfer method;


• The model performs very well on previously unseen datasets 



DALL-E
• A new method of generating images from text;


• On stage 1, 256x256 images are compressed to 32x32 image tokens, 
each element of which can assume 8192 possible values;


• On stage 2, 256 BPE-encoded text is concatenated with 1024 image 
tokens and autoregressive transformer is trained trying to reconstruct the 
image.



DALL-E examples

Image reconstruction from discrete VAE  (Image source: Fig. 1 in Ramesh et al 2021)



DALL-E examples (2)

Generating images using annotation  (Image source: Fig. 2 in Ramesh et al 2021)



Transformer vs ConvNets

ImageNet classification task ranking 

(Image source: https://paperswithcode.com/sota/image-classification-on-imagenet  

(screenshot actual for 13.12.2020))

https://paperswithcode.com/sota/image-classification-on-imagenet


Transformer vs ConvNets (2)
• Investigating GPT-3, scientists found an interesting effect: increasing 

trainable parameters amount the loss function does not overfit;


• The effect leads to huge models, like GPT-3 with 1.75B parameters;


• The effect is very special to attention mechanism only and allows 
transformers to compete with other architectures.



Transformer vs ConvNets (3)

Loss function depending on parameters count  
(Image source: Fig. 3.1 in Brown et al 2020)



Transformer vs ConvNets (4)
Model Parameters count Accuracy Epochs Comment

Convolution network 62K 55 % 20 A default convnet from pytorch 
tutorial

ResNet18 11.7M 69 % 20 Smallest ResNet network

ResNet152 60.2M 33 % 10 Largest ResNet network (from 
the original paper)

ViT 1.3M 54 % 20

ViT 11.6M 54 % 20

ViT 89.8M 54 % 10 ViT Large from the original 
paper

Comparing ViT and ResNet with a different size and how it affects the accuracy



Current progress
• Working on BPE tokeniser and a new model for minGPT;


• Investigating new areas and approaches where transformers could be 
applied and comparing with existing solutions (TextWorld, image 
generation);



Thank you for your attention!


